
Effective Control of Superconducting Qubit
Systems via Heterodyne Experimental Setups:

Mechanisms, Noise Considerations, and
Performance Factors

Denys Derlian C. Brito1, André J. C. Chaves1
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Abstract— The development of scalable, fault-tolerant quan-
tum computers hinges on the ability to execute quantum logic
operations with exceptionally high fidelity. For superconducting
circuits, a leading platform for quantum information proces-
sing, this necessitates precise control over qubit states using
engineered microwave pulses. This report provides a com-
prehensive framework for understanding the effective control of
superconducting qubit systems through heterodyne experimental
setups. We begin by establishing the theoretical foundations of
qubit-resonator interactions, tracing the progression from the
fundamental Rabi model to the practical dispersive Hamiltonian.
A model of the heterodyne signal generation and delivery chain
is presented, connecting the classical control electronics to the
quantum dynamics of the qubit. We systematically catego-
rize and quantify noise sources originating from the control
electronics, the quantum system’s environment, and system-
level interactions. Finally, we discuss advanced strategies for
noise mitigation, including optimal control pulse shaping and
dynamical decoupling, and provide practical guidelines for the
design, calibration, and operation of high-performance qubit
control systems.
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I. INTRODUCTION

The realization of fault-tolerant quantum computation hin-
ges on implementing quantum logic gates with error rates
below the threshold required by quantum error correction
codes [1], [2]. For superconducting circuits, a leading quan-
tum platform, this translates to achieving single-operation
fidelities well above 99.9% [3]. As qubit coherence improves,
the classical electronics used for control and readout are
increasingly becoming the primary performance bottleneck
[3], [4].

The pursuit of high-fidelity qubit control is not solely an
academic endeavor; it is a critical enabler for a new generation
of defense and military technologies [5]. The computational
power promised by fault-tolerant quantum computers could
revolutionize military operations [5], [6], from breaking com-
plex cryptographic codes to solving intractable optimization
problems in logistics, resource allocation, and mission plan-
ning [6].

Superconducting qubits operate at microwave frequencies,
and their states are manipulated and measured using mi-
crowave signals generated by room-temperature electronics
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[3], [7]. The standard method for generating these precise
control pulses is heterodyne up-conversion using in-phase
and quadrature (IQ) mixers [8], [9]. This technique provides
full control over the pulse’s amplitude, phase, and frequency.
However, the control hardware itself is a major source of
noise and a significant challenge for scalability. Increasing
the number of qubits requires more control lines, which adds
thermal load to the cryogenic system, increases signal cros-
stalk, and complicates the calibration of analog components
that are prone to drift [10]–[12].

This report provides a unified framework connecting the
classical control hardware, quantum dynamics, and the noise
sources that limit performance in these systems. This report
is structured as follows. Sec. II reviews the principles of
qubit control and measurement within the Circuit Quantum
Electrodynamics (cQED) architecture. Sec. III introduces the
theoretical framework, including the system’s Hamiltonian
and open system dynamics. We then detail the heterodyne
signal processing for control and readout in Sec. IV. The
experimental apparatus is modeled in Sec. V, followed by an
analysis of noise sources in Sec. VI. Sec. VII discusses mi-
tigation strategies and the future outlook for scalable control
hardware, before our conclusion in Sec. VIII.

II. BACKGROUND: PRINCIPLES OF QUBIT CONTROL AND
SIGNAL GENERATION

In cQED, a superconducting qubit is coupled to a mi-
crowave resonator [13], [14]. This resonator serves to protect
the qubit, mediate interactions, and perform readout [14], [15].
The most common qubit type is the transmon [16], favored
for its long coherence times but limited by low anharmo-
nicity, which can cause leakage to non-computational states
[17], [18]. Other designs, like the fluxonium, offer higher
anharmonicity and improved noise protection [1], [4]. Qubit
control and readout are achieved by generating microwave
pulses using heterodyne techniques. An Arbitrary Waveform
Generator (AWG) produces low-frequency in-phase I(t) and
quadrature Q(t) waveforms, which are then up-converted to
the qubit frequency using an IQ mixer and a Local Oscil-
lator (LO) [14], [19]–[21]. This allows for the synthesis of
pulses with arbitrary amplitude and phase, enabling universal
quantum gates. The same principle is used in reverse for
readout, where faint microwave signals from the qubit are
down-converted to be digitized and analyzed [9], [22].

The same heterodyne principle that is used to generate
control pulses is also employed for qubit state measurement.



In the cQED architecture, qubit readout is typically performed
dispersively: the resonance frequency of the coupled resonator
is shifted by a small amount that depends on the state of the
qubit [14]. To measure this shift, a microwave probe tone is
sent to the resonator, and the transmitted or reflected signal
is analyzed.

This faint signal, carrying the quantum state information
in its amplitude and phase, must be amplified and brought
back to a frequency range where it can be digitized. This
is achieved through heterodyne down-conversion [14], [19],
[21]. The signal from the cryostat is first amplified by a chain
of cryogenic and room-temperature amplifiers and then fed
into a mixer. There, it is mixed with an LO, often the same one
used for generating the probe tone to ensure phase coherence.
This process shifts the signal from the multi-GHz microwave
domain down to a low intermediate frequency (IF) or directly
to DC (a homodyne measurement). The resulting I and Q
components of the signal are then digitized by a high-speed
analog-to-digital converter (ADC) and processed in software
to discriminate between the different qubit states [8], [14],
[19]. Thus, the heterodyne setup serves a dual role, enabling
both the “writing” of quantum information via pulse synthesis
and the “reading” of it via signal demodulation.

III. THEORETICAL FRAMEWORK FOR QUBIT-CONTROL
INTERACTION

The interaction between a qubit and a resonator is funda-
mentally described by the Quantum Rabi model [23]. In most
experiments, where the coupling g is much weaker than the
qubit and resonator frequencies (ωq , ωr), the Rotating Wave
Approximation (RWA) is applied, simplifying the system
to the well-known Jaynes-Cummings Model [24]–[27]. For
readout and many gate operations, the system is operated in
the dispersive limit, where the detuning ∆ = ωq−ωr is much
larger than the coupling, |∆| ≫ g [14]. In this regime, the
effective Hamiltonian becomes:

Hdisp ≈ ℏ (ωr + χσ̂z) â
†â+

ℏ
2
(ωq + χ) σ̂z, (1)

the key parameter is the dispersive shift, χ ≈ −g2/∆, which
describes how the resonator frequency is shifted based on the
qubit state (σ̂z). This state-dependent shift is the physical basis
for dispersive readout.

An external microwave drive, used to perform quantum ga-
tes, is modeled as a time-dependent term in the Hamiltonian.
In the rotating frame, this simplifies to a rotation operator
whose Rabi frequency Ω(t) and phase ϕ(t) are directly con-
trolled by the I(t) and Q(t) waveforms from the AWG [28]–
[30]. Real quantum systems are open and interact with their
environment, leading to decoherence. This is modeled using
the Lindblad master equation, which describes the evolution
of the system’s density matrix ρ [31]:

dρ

dt
= − i

ℏ
[H, ρ] +

∑
k

(
LkρL

†
k − 1

2
{L†

kLk, ρ}
)
, (2)

here, the Hamiltonian H describes coherent evolution, while
the Lindblad “jump” operators Lk model incoherent processes
like energy relaxation (related to the relaxation time of the
system - T1) and dephasing (related to the phase decoherence
time - T2). For tracking a single quantum system under
continuous measurement, Quantum Trajectory Theory (QTT)

is used, which models the stochastic evolution of the state
based on the measurement record [14], [15], [25].

IV. HETERODYNE SIGNAL PROCESSING FOR QUBIT
CONTROL AND READOUT

High-fidelity control and measurement of superconducting
qubits are dependent on the precise generation and analysis of
microwave signals. The experimental architecture, as depicted
in Fig. 2, employs heterodyne techniques for both frequency
up-conversion of control pulses and down-conversion of rea-
dout signals. This method allows for the use of high-precision,
lower-frequency AWGs to define the complex envelope of
microwave signals operating in the gigahertz regime.

A. Single-Sideband Up-conversion for Qubit Control

To execute quantum gates, shaped microwave pulses must
be delivered to the qubit at its transition frequency, ωq , which
typically lies in the 3-6 GHz range. These pulses require
precise control over their amplitude and phase envelope. This
is achieved by synthesizing the pulse at a lower IF and then
up-converting it using an IQ mixer, a process known as Single-
Sideband (SSB) modulation [32], [33].

The desired pulse envelope is defined by a time-dependent
amplitude A(t) and phase ϕ(t). An AWG generates two
corresponding baseband signals, the in-phase I and quadrature
Q components:

I(t) = A(t) cos(ϕ(t)), (3)
Q(t) = A(t) sin(ϕ(t)), (4)

these baseband signals are then mixed with a continuous-wave
LO signal, VLO(t) = cos(ωLOt). The IQ mixer functions as a
Hartley modulator, multiplying the I(t) and Q(t) signals with
phase-quadrature components of the LO and summing them
[14]. To generate an upper-sideband signal at the target qubit
frequency ωq = ωLO + ωIF , the baseband signals are first
modulated at an intermediate frequency ωIF and then mixed.
The mathematical operation of the mixer can be expressed as:

Vout(t) = A(t) cos((ωLO + ωIF )t+ ϕ(t)). (5)

The result is a microwave pulse at the desired qubit fre-
quency ωq = ωLO +ωIF , with its envelope precisely defined
by the AWG-generated signals. The lower sideband at ωLO−
ωIF is suppressed by the quadrature architecture of the mixer.
This technique provides complete control over the pulse’s
amplitude and phase, which is essential for implementing
high-fidelity quantum gates.

B. Heterodyne Down-conversion and Signal Demodulation

Qubit state measurement is performed dispersively by pro-
bing a coupled readout resonator. The resonator’s frequency
is shifted by ±χ depending on the qubit state, |0⟩ or |1⟩ [14].
A probe tone at frequency ωp is directed to the resonator,
and the reflected signal, Vin(t), acquires a state-dependent
amplitude Ar and phase ϕr. After cryogenic and room-
temperature amplification, this weak microwave signal must
be demodulated to extract this information.

Heterodyne detection is used to down-convert the amplified
signal from the probe frequency ωp to a digitizable interme-
diate frequency ωIF = |ωp − ωLO|. The incoming signal,



Vin(t) = Ar cos(ωpt+ϕr), is fed into an IQ mixer along with
an LO signal at ωLO. The mixer produces two outputs, which
after low-pass filtering to remove sum-frequency components,
are:

VI(t) ∝ Ar cos((ωp − ωLO)t+ ϕr) = Ar cos(ωIF t+ ϕr),
(6)

VQ(t) ∝ Ar sin((ωp − ωLO)t+ ϕr) = Ar sin(ωIF t+ ϕr).
(7)

These two orthogonal signals at ωIF contain the amplitude
and phase information of the original high-frequency signal.
An ADC then digitizes them. To recover the baseband signal,
a digital demodulation is performed. The digitized signals are
treated as a complex value, S(t) = VI(t) + iVQ(t), which is
then multiplied by a complex digital reference oscillator:

Sbaseband(t) = S(t)e−iωIF t ∝ Are
i(ωIF t+ϕr)e−iωIF t = Are

iϕr .
(8)

To improve the signal-to-noise ratio, this time-independent
complex value is integrated over the measurement duration
Tmeas:

I + iQ =

∫ Tmeas

0

Sbaseband(t)dt, (9)

this process yields a single complex point (I,Q) in the
complex plane for each measurement shot.

C. State Discrimination in the IQ Plane

A single measurement shot produces one (I,Q) point.
Due to system noise and quantum projection noise, this
process is repeated thousands of times for known initial states
(|0⟩ and |1⟩) to build statistical distributions. When plotted,
these points form two distinct clusters, or “blobs”, in the IQ
plane, which are often well-approximated by two-dimensional
Gaussian distributions [14], [34]. The separation between the
centers of the |0⟩ and |1⟩ state clusters is a direct consequence
of the qubit-state-dependent resonator response.

Qubit state discrimination is the task of classifying a
subsequent measurement of an unknown state based on its
resulting (I,Q) coordinate. This is achieved by establishing a
decision boundary in the IQ plane that optimally separates
the two calibrated clusters. In the simplest case, a linear
discriminator — a line that bisects the vector connecting the
two cluster centroids — is used to partition the plane into two
regions corresponding to the |0⟩ and |1⟩ states, as seen in Fig.
1. The fidelity of the measurement is ultimately determined by
the degree of overlap between the two statistical distributions;
less overlap corresponds to higher assignment fidelity.

V. MODELING THE EXPERIMENTAL CONTROL APPARATUS

This section presents a standard experimental control appa-
ratus for heterodyne signal processing for qubit control and
readout. An illustrative schema can be visualized in Fig. 2.

A. Detailed Signal Path: From AWG to Qubit

The control signal path begins at room temperature, where
an AWG generates baseband I/Q waveforms that are up-
converted by an IQ mixer driven by an LO. The resulting
microwave pulse is then sent into the dilution refrigerator th-
rough coaxial cables. Inside the cryostat, the signal is heavily

Fig. 1: Illustration of single-qubit state discrimination using
heterodyne detection in the IQ plane. Each point represents a
single-shot measurement outcome, where the qubit was prepa-
red in either the ground state (blue) or the excited state (red).
The dashed green line indicates a linear decision boundary
(discriminant) used for state classification. The shaded ellip-
ses depict Gaussian mixture model fits to the measurement
distributions for each state, capturing their statistical spread
due to noise and imperfections in the measurement chain.

attenuated at multiple temperature stages (e.g., 4 K, 100 mK,
10 mK) to reduce its power to the single-photon level and,
crucially, to thermalize the line, preventing room-temperature
thermal noise from reaching the qubit [19]. The entire chain
can introduce distortions that must be pre-compensated in the
AWG waveform to ensure high-fidelity operations [19], [29].

B. The Cryogenic Environment: Scaling Challenges

The cryogenic environment imposes significant constraints
on scalability. Each control line introduces a thermal load into
the cryostat. For a large-scale processor with thousands of
qubits, the cumulative heat load from the necessary wiring
would overwhelm the cooling power of dilution refrigera-
tors [8]. Furthermore, readout requires bulky, magnetic, non-
reciprocal components like circulators and isolators to protect
the qubit from amplifier noise. The size and thermal mass
of these components for many qubits present a formidable
engineering challenge, motivating the development of more
integrated control solutions [8], [35].

VI. ANALYSIS OF NOISE SOURCES AND IMPACT ON
CONTROL FIDELITY

High-fidelity quantum control is a constant battle against
noise from numerous sources. These can be broadly categori-
zed into noise originating from the classical control electronics
and noise inherent to the quantum system and its environment.
A qualitative overview of these sources is presented below,
and the qualitative results are compiled in Table I.

To understand the relative importance of these varied noise
sources, it is instructive to compile them into a unified
error budget. The total infidelity of a quantum gate can be
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(a) Control signal generation and delivery chain. Microwave control
pulses are generated at room temperature by mixing IF signals from
an AWG with a LO tone using an IQ mixer. The up-converted pulses
are attenuated at cryogenic stages before reaching the superconducting
qubit housed inside a resonant cavity at millikelvin temperatures.
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(b) Measurement and readout chain. The qubit state-dependent signal
reflects from the cavity and passes through a circulator to a quantum-
limited amplifier (e.g., JPA or TWPA) at the mK stage. It is further
amplified by a HEMT amplifier at 4 K and room-temperature amplifiers
before being down-converted by an IQ mixer and digitized by an ADC.

Fig. 2: Schematic overview of the control and readout architecture for a superconducting qubit experiment. (2a) The control
chain delivering shaped microwave pulses to drive qubit rotations. (2b) The readout chain for dispersively measuring the qubit
state through reflected microwave signals, including cryogenic and room-temperature amplification and heterodyne down-
conversion.

approximated as the sum of probabilities of different error
events. This provides a diagnostic framework for identifying
and targeting the dominant performance limitations in a given
experimental setup.

VII. DISCUSSION: SYNTHESIS AND PRACTICAL
IMPLICATIONS

A. Critical Parameters and Mitigation Strategies

The pursuit of high-fidelity quantum computation is co-
limited by the quality of the quantum hardware and the
precision of the classical control electronics. For a perfect
qubit, fidelity is limited by control signal stability (LO phase
noise, amplitude noise, mixer calibration) [12], [19], [29]. For
perfect electronics, fidelity is limited by the qubit’s intrinsic
material-based decoherence (TLS, 1/f noise) [18], [36]. As
systems scale, crosstalk becomes a dominant bottleneck [19].

Advanced techniques are used to combat these noise sour-
ces.

• Optimal Control and Pulse Shaping: Instead of simple
pulses, advanced waveforms are designed to be robust
against specific errors. Derivative Removal by Adiabatic
Gate (DRAG) is an analytical technique that modifies
pulse shapes to suppress leakage to non-computational
states, a key issue for transmons [37], [38]. Quantum
Optimal Control Theory uses numerical algorithms to

discover high-fidelity pulse shapes, but its performance
depends on an accurate model of the system [39], [40].
Modern approaches lead into the usage of Machine-
Learning-based techniques [41]–[44].

• Dynamical Decoupling (DD): This technique mitigates
low-frequency noise by applying a sequence of refocu-
sing π-pulses (e.g., Hahn echo, CPMG, XY4) during idle
periods [45], [46]. This averages out the effect of slow
noise fluctuations. Advanced DD sequences can also be
designed to suppress crosstalk between qubits, a critical
tool for multi-qubit processors [47], [48].

B. Practical Guidelines and Future Outlook

Achieving high fidelity requires a data-driven, full-stack
approach. This begins with thorough system characterization,
including in-situ mixer calibration using the qubit as a sensor
[21] and noise spectroscopy to identify dominant error sources
[49]. The choice of mitigation strategy — DD for low-
frequency noise, DRAG for leakage — should be based on
this diagnosis.

The limitations of traditional analog heterodyne systems
(calibration drift, size, thermal load) are driving a shift towards
integrated, digital-first control hardware [50]. RF System-
on-Chip (RFSoC) platforms, which integrate DACs, ADCs,
and FPGAs, represent the next generation [51]–[53]. By



TABELA I: Qualitative Summary of Key Noise Sources Affecting Superconducting Qubit Control Fidelity

Noise Source Physical Origin Impact on Qubit Mitigation Strategy
LO Phase Noise Frequency instability in local

oscillator.
Introduces qubit dephasing and limits
gate speed.

Use ultra-low phase noise oscillators; apply
dynamical decoupling sequences.

LO Amplitude Noise Fluctuations in LO power or
drive chain gain.

Causes over-rotation or under-rotation in
gate operations.

Power stabilization; pulse shaping at ampli-
tude sweet spots.

IQ Mixer Imbalance Gain and phase mismatch
between I and Q channels.

Leads to unwanted frequency compo-
nents and off-resonant driving.

Regular mixer calibration; apply digital pre-
distortion.

LO Leakage Imperfect isolation in IQ mi-
xer.

Adds unintended continuous drive tone,
inducing Stark shifts and state errors.

DC offset correction; use high-isolation mi-
xers.

Mixer Nonlinearities Non-ideal mixer diode beha-
vior.

Generates spurious harmonics and
sidebands, risking leakage to non-
computational states.

Apply low-pass filtering; use highly linear
mixers or DDS-based control.

ZZ Crosstalk Static coupling between qu-
bits due to chip layout.

Creates state-dependent frequency shifts
on neighboring qubits, especially during
parallel gates.

Implement tunable couplers; optimize fre-
quency allocation; use echo sequences.

Microwave Crosstalk Electromagnetic leakage
between control lines.

Causes unintentional driving of nearby
qubits.

Improve chip shielding; design crosstalk can-
cellation pulses.

Dielectric Loss (TLS) Atomic defects in materials
near the qubit.

Reduces T1 and T2, degrading intrinsic
coherence.

Fabrication improvements; surface treat-
ments; use of low-loss dielectrics.

1/f Flux and Charge Noise Slow fluctuations in magnetic
flux or charge.

Causes low-frequency dephasing and
frequency drift.

Operate at sweet spots; apply dynamical de-
coupling.

Quasiparticle Tunneling Broken Cooper pairs acting as
dissipative channels.

Limits T1, especially for small junction
devices.

Engineer quasiparticle traps; improve shiel-
ding from stray radiation.

Readout-Induced Noise Residual photons or backac-
tion from the measurement
chain.

Causes dephasing post-measurement, li-
miting coherence after readout.

Optimize resonator depletion time; use Pur-
cell or nonlinear filters.

digitizing signal generation and processing, these systems
promise higher stability, reduced complexity, and the low-
latency feedback essential for quantum error correction.

VIII. CONCLUSION

The effective control of superconducting qubits via hete-
rodyne setups is a complex challenge at the intersection of
quantum theory, microwave engineering, and materials sci-
ence. Our analysis reveals a landscape of noise sources, from
the classical control electronics to the quantum device itself,
that collectively limit gate fidelity. While traditional analog
systems have been instrumental, their scalability and stability
limitations are clear. The future of high-fidelity control lies
in integrated, digital-dominant architectures like RFSoCs,
combined with advanced noise mitigation protocols such as
optimal control and dynamical decoupling. This integrated
approach is essential for overcoming the control challenges
on the path to building large-scale, fault-tolerant quantum
computers.
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